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Abstract 

Background This study aimed to classify dysplastic and healthy oral epithelial histopathological images, according 
to WHO and binary grading systems, using the Vision Transformer (ViT) deep learning algorithm—a state-of-the-art 
Artificial Intelligence (AI) approach and compare it with established Convolutional Neural Network models (VGG16 
and ConvNet).

Methods A total of 218 histopathological slide images were collected from the Department of Oral and Maxillofa-
cial Pathology at Tehran University of Medical Sciences archive and combined with two online databases. Two oral 
pathologists independently labeled the images based on the 2022 World Health Organization (WHO) grading system 
(mild, moderate and severe), the binary grading system (low risk and high risk), including an additional normal tissue 
class. After preprocessing, the images were fed to the ViT, VGG16 and ConvNet models.

Results Image preprocessing yielded 2,545 low-risk, 2,054 high-risk, 726 mild, 831 moderate, 449 severe, and 937 
normal tissue patches. The proposed ViT model outperformed both CNNs with the accuracy of 94% (VGG16:86% 
and ConvNet: 88%) in 3-class scenario and 97% (VGG16:79% and ConvNet: 88%) in 4-class scenario.

Conclusions The ViT model successfully classified oral epithelial dysplastic tissues with a high accuracy, paving 
the way for AI to serve as an adjunct or independent tool alongside oral and maxillofacial pathologists for detecting 
and grading oral epithelial dysplasia.
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Background
Oral epithelial dysplasia (OED), include a group of 
lesions characterized by various histological and clinical 
alterations in the oral epithelium. These alterations indi-
cate a risk of future malignant transformation and clini-
cally manifest as white and red mucosal lesions, namely 
leukoplakia and erythroplakia [1]. Although these lesions 
rarely transform into malignancy during an individual’s 
lifespan, they are the origin of approximately 80% to 
90% of early oral squamous cell carcinomas (OSCCs) 
[2]. The onset and etiology of OED are poorly under-
stood; however, they can be associated with human pap-
illomavirus and alcohol and tobacco consumption or 
can be idiopathic [3, 4]. Various architectural and cyto-
logical changes occur in oral dysplastic tissue, includ-
ing increased and abnormal mitoses, drop-shaped rete 
ridges, loss of polarity in basal cells, abnormal variations 
in nuclear and cellular size and shape, and an increased 
nuclear-cytoplasmic ratio [1].

Evaluating histopathological images prepared from 
biopsies of suspected tissues is the gold-standard method 
for diagnosing and grading dysplasia. Several internation-
ally accepted grading systems exist to determine the stage 
of oral epithelial dysplasia. The latest version introduced 
by the World Health Organization (WHO) in 2022 [5, 
6], known as the ‘thirds’ grading system, along with the 
‘binary’ grading system [1], is most commonly employed 
by oral and maxillofacial pathologists. These grading 
systems are based on the extent to which the dysplastic 
features extend through the thickness of the epithelium. 
Given the correlation between the grade of dysplasia and 
the risk of malignant transformation [7, 8], management 
strategies range from routine follow-up, cessation of risk 
factors, photobiomodulation, and medication to more 
aggressive approaches such as excision by scalpel or laser 
ablation [9, 10].

Current evidence has demonstrated considerable intra- 
and inter-observer variability when using the existing 
gold-standard grading systems. Criticisms regarding the 
reproducibility of these grading systems suggest that they 
are not capable of eliminating subjectivity [11–13]. This 
issue can be addressed by developing more robust and 
objective grading systems or by decreasing subjectivity in 
the grading process through the design of auxiliary meth-
ods that can grade OED independently or act as adjuncts 
to oral and maxillofacial pathologists to reduce errors.

Recently, artificial intelligence (AI) approaches have 
been applied in various aspects of the medical field. 
AI models have demonstrated successful results in the 
detection and classification of cancer at molecular, cel-
lular, and clinical levels [14]. In dentistry, AI has been 
used for tasks such as counting teeth, grading maloc-
clusion in orthodontics, identifying and classifying 

treatments or lesions on teeth in radiographs, and diag-
nosing OSCC through clinical manifestations and his-
topathological images [15, 16]. Deep learning-based 
algorithms, a subdivision of AI, utilize multilayered 
neural networks capable of learning hierarchical fea-
tures from data. The data repeatedly pass through these 
layers, and basic features are extracted or combined in 
subsequent layers until the model achieves an accept-
able level of accuracy in classifying each data point 
into its corresponding class [15]. Convolutional neural 
networks (CNNs), a common method used for analyz-
ing medical images, have shown promising results in 
detecting cancerous and precancerous oral epithelium 
in a number of studies [16, 17].

CNNs are widely used in computer vision tasks, but 
their effectiveness can be affected by several limitations, 
particularly in complex domains like medical imaging. 
Their focus on local feature extraction is a significant 
limitation. While CNNs excel at identifying patterns in 
localized regions of an image, this can prevent them from 
capturing global context. In histopathological images, 
where relationships between distant features are crucial 
for accurate diagnoses, CNNs may struggle to integrate 
this information effectively, potentially leading to subop-
timal performance [18]. Another challenge with CNNs 
is their fixed receptive field. Although the receptive field 
increases with the depth of the network, it remains con-
strained by the architecture. The model may not be able 
to capture larger-scale features without increasing com-
putational complexity due to this limitation, which may 
not be feasible when working with limited data. This sen-
sitivity can lead to decreased performance when the data 
is not well-aligned or standardized, a common issue in 
medical imaging where variations in sample preparation 
can occur [19].

Overfitting is another concern with CNNs, particu-
larly when working with limited datasets. CNNs may 
learn noise or irrelevant features instead of generaliz-
able patterns, resulting in poor performance on unseen 
data. This lack of transparency can hinder trust in clinical 
applications, where understanding the reasoning behind 
a model’s predictions is critical for acceptance and imple-
mentation [20].

Deep learning approaches like state-of-the-art Vision 
Transformers (ViTs) have shown promising results in 
outperforming CNNs for medical image analysis tasks. 
ViTs present several advantages that address the limita-
tions of CNNs. One of the most notable benefits is their 
ability to understand global context. By utilizing self-
attention mechanisms, ViTs can capture relationships 
between all parts of the input image, enabling a more 
holistic understanding of the data. This is particularly 
beneficial in histopathological analysis, where spatial 
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relationships between distant features can be significant 
for accurate grading and diagnosis [21].

ViTs are able to scale with data and show superior per-
formance as the amount of training data increases. ViTs 
are more suitable for applications with abundant anno-
tated data because they can leverage large datasets more 
effectively, unlike CNNs that often require extensive tun-
ing to prevent overfitting. Additionally, ViTs offer flex-
ibility in handling varying input sizes, as they segment 
images into patches and process them independently. 
This capability allows for greater flexibility in data pre-
processing and can improve performance across diverse 
datasets [22].

While CNNs have been foundational in computer 
vision, their limitations—such as local feature extraction 
and sensitivity to input variations—underscore the need 
for alternative approaches. Vision Transformers offer sig-
nificant advantages, including improved global context 
understanding and scalability with data, making them a 
compelling choice for complex tasks like histopathologi-
cal image analysis. By addressing these claims with scien-
tific rigor, researchers can better evaluate the potential of 
ViTs in enhancing diagnostic accuracy and interpretabil-
ity in medical applications [23].

This is the first study using ViTs for classifying OED 
cases. Furthermore, a common issue in the current lit-
erature is the limited number of samples available to train 
these deep learning models. Therefore, providing more 
samples and combining multicenter specimens are nec-
essary to develop a robust and reliable model. Given the 
subjectivity and individual-dependent nature of the cur-
rent grading systems for OED, which significantly affect 
oral and maxillofacial pathologists’ judgments, develop-
ing an AI-based algorithm to assist and support patholo-
gists could result in faster, less costly, and less exhausting 
assessments for medical staff. This study aimed to develop 
a state-of-the-art ViT model to accurately classify healthy 
and dysplastic oral epithelial histological images based on 
WHO and binary grading systems.

Methods
Data acquisition
The Research Ethics Committee of Baqiyatallah Uni-
versity of Medical Sciences (IR.BMSU.REC.1402.076) 
approved the study design. This manuscript is written in 
accordance with the latest checklists presented in the AI 
literature (supplementary material 1) to ensure standard-
ized research reporting. [24–26] The major part of the 
dataset was obtained from the archive of the Depart-
ment of Oral and Maxillofacial Pathology at Tehran Uni-
versity of Medical Sciences, Tehran, Iran (Table 1). This 
archive consists of diagnostic hematoxylin and eosin 
(H&E)-stained histopathological slides from specimens 

suspected of disease, which were sent to this center for 
diagnosis over the past 40  years. For the current study, 
the slides of OED lesions (leukoplakia and erythropla-
kia) and normal epithelium samples (irritation fibroma 
and mucocele) were selected from specimens archived 
between 1998 and 2023. Each specimen belonged to a 
single individual.

Each sample had a confirmed diagnosis by two oral and 
maxillofacial pathology residents and a professor at the 
time it was obtained. Further, two additional pathologists 
confirmed those diagnoses during the current study. They 
captured and labeled the images based on the 2022 WHO 
classification system (mild, moderate, and severe) and the 
binary grading system (low-risk and high-risk) [27]. To 
ensure a homogeneous database, the pictures were taken 
under the same ambient conditions, including lighting, 
microscope settings, and staining type. High-resolution 
photomicrograph images from OED slides were cap-
tured using a camera attached to an Olympus D52 micro-
scope at × 10 magnification which enabled the authors to 
zoom up to greater magnifications making it possible to 
observe cellular alterations to label the patches.

Because a significantly large number of samples is 
needed to train deep learning models and develop a gen-
erally applicable model, two other free online databases 
(Ribeiro-de-Assis et al. [28] and Rahman et al. [29]) were 
used to enrich the original dataset (Table 1).

The primary objective of this study was to grade OED 
using advanced deep learning techniques. The authors 
were focused on fine-tuning a ViT model to meet the 
specific requirements of this medical image classifica-
tion task. The ViT model was fine-tuned under two dis-
tinct scenarios. In the “3-Class Classification” scenario, 
the model was trained to classify images into three cat-
egories: low risk of malignancy, high risk of malignancy, 
and normal epithelial tissue. This approach was designed 
to evaluate the model’s ability to differentiate between 
varying degrees of dysplasia, which is critical for early 
detection and intervention in OED. In the “4-Class 

Table 1 Summary of the sources of the study dataset

Number of specimens Study dataset

Original 
dataset

Ribeiro-
de-Assis 
et al

Rahman et al Total

Binary system Low risk 71 13 - 84

High risk 85 10 - 95

WHO system Mild 41 13 - 54

Moderate 65 7 - 72

Severe 43 10 - 53

Normal tissue 15 - 24 39
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Classification” scenario, the classification task was 
expanded to four classes using the WHO system, assess-
ing how the model performs with a more granular clas-
sification challenge. This added complexity allowed the 
authors to explore further the potential of transformers 
in handling nuanced differences in medical images.

Image preprocessing
Figure 1 illustrates a summary of the image preprocess-
ing steps. First, the images were rotated to align the epi-
thelium horizontally, positioning the basal lamina at the 
lowest level. Since only the epithelium was required for 
identifying normal tissue and grading dysplastic tissue, 
the surrounding structures were cropped, leaving a mar-
gin of connective tissue at the bottom and a blank margin 
on top. Any artifacts in the connective tissue and upper 
blank margin were omitted without disrupting the integ-
rity of the epithelium. All images displayed the complete 
width of the epithelium. Then the images were horizon-
tally split into patches with a width of 300 pixels, moving 
with a 100-pixel stride to create a 200-pixel overlap. Two 
oral pathologists labeled the resulting patches accord-
ing to the WHO and binary dysplasia grading systems, 
resolving any disagreements through group discussion. If 
the structure of the epithelium in any patch was unsuit-
able for grading—due to reasons such as very narrow epi-
thelium, the presence of ruptures, or lack of diagnostic 
clarity— it was excluded from further processing.

Dataset splitting methodology
A train-validation-test data splitting approach was used 
to ensure the reliability, generalizability and robustness 
of the model’s performance which involved isolating 
20% of the dataset as an independent test set. This test 
set remained unused during the training and validation 
phases, serving as an unbiased evaluation of performance 

on unseen data. The remaining 80% of the data was 
divided into training and validation sets, with 25% allo-
cated for validation. The validation set monitored the 
model’s performance during training, guided hyperpa-
rameter tuning, and informed decisions regarding early 
stopping and model selection. This structured approach 
mitigates the risks associated with small datasets and is a 
widely accepted practice in machine learning, enhancing 
the reliability and validity of the findings.

Dataset augmentation methodology
To enhance the model’s robustness and improve its gen-
eralization capabilities, data augmentation techniques 
were applied exclusively to the training dataset. Data aug-
mentation is critical in training deep learning models, as 
it artificially expands the diversity of the training data and 
reduces the risk of overfitting. The training data under-
went several augmentation techniques. First, varying the 
brightness of the images within a range of [0.75, 1.25] 
simulated different lighting conditions, helping the model 
learn to recognize features under varying illumination. 
This range ensures that the brightness is adjusted mod-
erately—reducing it by up to 25% or increasing it by up 
to 25%—to introduce variability without distorting key 
features [30, 31]. Such adjustments are commonly used 
in image augmentation to enhance model robustness and 
generalization. Studies have shown that moderate bright-
ness adjustments, such as those within the range of [0.75, 
1.00], can improve model performance by simulating 
natural variations in lighting conditions, particularly in 
medical imaging datasets. In medical imaging, maintain-
ing the visibility of critical features is paramount. Exces-
sive brightness changes (e.g., below 0.5 or above 1.5) 
can obscure or distort key details, potentially degrading 
model performance. The selected range balances variabil-
ity with feature preservation [32]. Modifying the contrast 

Fig. 1 Image preprocessing stages. A Images are cropped and rotated; artifacts are omitted without disrupting the epithelium’s integrity. B Images 
are split into segments with a width of 300 pixels and a 200-pixel overlap
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of the images within the same range aimed to improve 
the model’s ability to distinguish subtle differences in 
image features, which is particularly important in medi-
cal imaging.

Additionally, adjusting the saturation of the images 
within the [0.75, 1.25] range helped the model become 
more resilient to variations in color intensity due to dif-
ferences in imaging equipment or specimen process-
ing settings. Horizontal flipping was also applied to the 
images, increasing the diversity of the training set by 
introducing mirrored versions and allowing the model 
to learn invariant features regardless of orientation. By 
implementing these augmentation techniques, a more 
diverse training dataset was created to help the model 
generalize unseen data better. This approach not only 
increased the effective size of the training set but also 
enhanced the model’s ability to adapt to variations in 
real-world scenarios. Overall, combining brightness, con-
trast, and saturation adjustments with flipping provided 
a comprehensive augmentation strategy that contributed 
to the robustness and performance of the model during 
training.

Model architecture and configuration
The computational setup for this study was powered by 
an NVIDIA RTX 3070 GPU, 32 GB of RAM, and an Intel 
Core i7-7700HQ CPU. This configuration provided the 
necessary computational power to efficiently train and 
fine-tune the ViT models for both the 3-class and 4-class 
classification tasks. The GPU’s capabilities were particu-
larly beneficial in handling the large-scale computations 
required by the transformer-based architecture, enabling 
faster training times and more efficient experimentation.

A pre-trained ViT model, specifically the ViT-B16 
variant trained on the ImageNet-21  K dataset, served 
as the feature extraction component. This choice lev-
eraged the rich feature representations learned from a 
large and diverse dataset. The input images were resized 
to 224 × 224 pixels and divided into 8 × 8 pixel patches, 
resulting in 784 patches per image. Each patch was rep-
resented by 192 elements, enabling the model to analyse 
and extract features for the classification tasks effectively. 
The number of 8 × 8 patches containing OED features 
was 17,376,768 without data augmentation. With data 
augmentation, this number effectively becomes infinite, 
allowing for robust training and reducing the risk of 
overfitting.

After feature extraction using the ViT, the methodol-
ogy flattened the extracted features into a one-dimen-
sional vector. A multi-layer perceptron (MLP) stack 
then further processed these features. Batch normali-
zation stabilized and accelerated the training process. 
The MLP consisted of three fully connected layers with 

128, 64, and 32 neurons, respectively. Each of these lay-
ers employed Gaussian Error Linear Units (GELU) as 
the activation function, enhancing the model’s ability to 
capture complex patterns in the data. Finally, the output 
layer corresponded to the number of classes in the classi-
fication task. For the 3-class experiment, the output layer 
consisted of three neurons; for the 4-class experiment, it 
contained four neurons. A softmax activation function 
was applied to this output layer to produce probabil-
ity distributions over the classes, facilitating multi-class 
classification.

The model’s training utilized the Rectified Adam opti-
mizer, facilitating efficient convergence. All components 
of the model were set to be trainable, enabling fine-tun-
ing on the specific medical imaging dataset to improve 
performance. The loss function employed was categori-
cal cross-entropy, with label smoothing set to 0.2. This 
approach mitigated overfitting by preventing the model 
from becoming overly confident in its predictions, 
thereby enhancing generalization to unseen data. Fig-
ure 2 illustrates the ViT architecture used in the current 
study.

Comparison with VGG16 and ConvNet
In this study, the proposed ViT model was compared with 
VGG16 [33] and ConvNet [34] established architectures 
exactly the same configuration as ViT was trained with. 
This comparison aimed to evaluate the performance and 
efficiency of the ViT model relative to these well-known 
CNNs. VGG16 is a deep CNN that consists of 16 layers 
with learnable weights, primarily using small 3 × 3 con-
volutional filters. Its architecture emphasizes depth and 
simplicity, making it effective for image classification 
tasks. However, it is known for its high computational 
cost and large model size, which can limit its applicabil-
ity in resource-constrained environments. ConvNet is 
a class of deep neural networks designed for processing 
structured grid data, particularly images. They consist of 
several key components, including convolutional layers 
that apply filters to extract features, activation functions 
like ReLU that introduce non-linearity, and pooling layers 
that reduce spatial dimensions while maintaining impor-
tant information. Fully connected layers at the end of 
the network make final predictions based on the learned 
features, while dropout layers help prevent overfitting. 
This architecture has led to significant advancements in 
applications such as image classification, object detec-
tion, and semantic segmentation, establishing ConvNet 
as a cornerstone of modern computer vision. The mod-
els were evaluated based on several key metrics, includ-
ing accuracy, training time, and model size. The proposed 
ViT model was assessed against VGG16 and ConvNet to 
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determine its effectiveness in terms of both performance 
and computational efficiency.

Results
A total of 2,545 low-risk, 2,054 high-risk, 726 mild, 831 
moderate, 449 severe, and 937 normal tissue patches 
were delivered to ViT algorithm after image preproc-
essing. The developed model achieved an accuracy of 
94% for the binary plus normal tissue (3-class) scenario 
(Table  2), and 97% for the WHO plus normal tissue 
(4-class) scenario (Table  3). Figure  3 (left) displays the 
training and validation loss over 10 epochs. The training 
loss decreases steadily, indicating effective learning by 
the model. The validation loss also decreases but begins 
to diverge slightly from the training loss around epoch 9, 

suggesting the onset of overfitting. Figure 3 (right) illus-
trates the accuracy of training and validation over the 
same 10 epochs. As illustrated in Fig. 3 (left), the train-
ing loss decreases steadily, indicating effective learning by 
the model. However, the validation loss begins to diverge 
slightly from the training loss around epoch 9, suggest-
ing the onset of overfitting. This divergence is further 
supported by Fig. 3 (right), which shows that while both 
training and validation accuracies increase rapidly dur-
ing the initial epochs, the validation accuracy plateaus 
around epoch 9. In contrast, the training accuracy con-
tinues to rise slightly, reinforcing the indication of poten-
tial overfitting.

To assess overfitting in the ViT model, multiple quan-
titative measures were employed, including consistent 

Fig. 2 The ViT architecture employed in the current study for the three-class experiment is similar to the architecture used for the four-class 
experiment, with the only difference being the last layer, which contains four neurons instead of three
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accuracy, precision, recall, and F1-scores across cross-
validation folds. In addition to these quantitative metrics, 
qualitative measures were utilized such as the inspection 
of ViT attention maps to confirm that the model focuses 
on anatomically relevant features rather than background 
artifacts. The stability of performance metrics across 
different cross-validation folds and the external test set 
indicates that the learned representations are capturing 
pathology-relevant variations rather than overfitting to a 

limited number of samples. Notably, it was observed that 
performance metrics remained stable or improved across 
folds, reinforcing our confidence in the model’s general-
izability. Although the total number of samples was mod-
est, our patch-based strategy effectively increased the 
diversity of the training data. Furthermore, standard deep 
learning regularization techniques were implemented, 
which further mitigate the overfitting risk inherent 
in deep learning models, particularly in settings with 

Table 2 ViT, VGG16 and ConvNet model evaluation for the 3-class scenario

Precision Recall F1-score

Models ViT VGG16 ConvNet ViT VGG16 ConvNet ViT VGG16 ConvNet

Low risk 0.97 0.88 0.84 0.89 0.81 0.91 0.93 0.84 0.87

High risk 0.88 0.81 0.89 0.97 0.87 0.82 0.92 0.84 0.85

Normal 1.00 0.94 0.95 1.00 0.96 0.93 1.00 0.95 0.94

Accuracy 0.94 0.86 0.88

Macro average 0.95 0.87 0.89 0.95 0.88 0.89 0.95 0.88 0.89

Weighted average 0.95 0.87 0.88 0.94 0.86 0.88 0.94 0.86 0.88

Table 3 ViT, VGG16 and ConvNet model evaluation for the 4-class scenario

Precision Recall F1-score

Models ViT VGG16 ConvNet ViT VGG16 ConvNet ViT VGG16 ConvNet

Mild 0.95 0.80 0.85 0.97 0.82 0.90 0.96 0.81 0.87

Moderate 0.96 0.75 0.87 0.96 0.71 0.80 0.96 0.73 0.84

Severe 0.97 0.70 0.81 0.93 0.72 0.90 0.95 0.71 0.86

Normal 1.00 0.95 0.98 1.00 0.95 0.95 1.00 0.95 0.97

Accuracy 0.97 0.79 0.88

Macro average 0.97 0.80 0.88 0.80 0.89 0.97 0.80 0.88

Weighted average 0.97 0.79 0.88 0.79 0.88 0.97 0.79 0.88

Fig. 3 Training-validation loss and accuracy for the 3-class scenario
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limited data. The observed stability of performance met-
rics and the alignment of attention maps with known his-
topathological features collectively support the validity 
of the study’s approach. Both accuracies increase rapidly 
during the initial epochs and reach high levels. How-
ever, similar to the loss, the validation accuracy plateaus 
around epoch 9, while the training accuracy continues 
to rise slightly, further indicating potential overfitting. 
Figure 4 demonstrates similar behavior observed during 
training in the 4-class scenario.

Two samples are shown in Fig. 5, representing normal, 
low risk, and high risk in 3-class scenario, and normal, 
mild, moderate, and severe in 4-class scenario. The left 
images illustrate the original samples fed to ViT, high-
lighting cellular morphology. The right images display 
ViT‐generated attention maps, where brighter regions 
indicate stronger model focus. Notably, the model 
appears to emphasize alterations in epithelial architec-
ture that underlie the grading of oral epithelial dysplasia.

In this study, the performance of the proposed ViT 
model was evaluated against two established CNN archi-
tectures, VGG16 and ConvNet, in both the “3-Class 
Classification” and “4-Class Classification” scenarios. In 
the 3-Class Classification scenario, VGG16 achieved an 
accuracy of 0.86, while ConvNet demonstrated a slightly 
higher accuracy of 0.88. whereas the ViT model outper-
formed both, achieving an impressive accuracy of 0.94. 
In the more complex 4-Class Classification scenario, 
VGG16 attained an accuracy of 0.79, whereas ConvNet 
significantly outperformed it with an accuracy of 0.88. 
Despite this, our model excelled, achieving a remarkable 
accuracy of 0.97. (Tables 2 and 3) These results highlight 
the advantages of our model in managing increased class 
variability and underscore the effectiveness of modern 
architectures in enhancing classification performance. 

Overall, our model consistently outperformed both 
VGG16 and ConvNet across both scenarios, demonstrat-
ing its superior capability in classification tasks.

Discussion
Examining histopathological images obtained from 
biopsies by oral and maxillofacial pathologists remains 
the gold-standard method for diagnosing and grading 
the severity of OED. This approach is crucial for timely 
diagnosis and selecting appropriate treatment [1]. How-
ever, current grading systems suffer from subjectivity 
and poor reproducibility [11–13]. Given the promising 
results of AI-based approaches in diagnostic dentistry—
aimed at assisting or even replacing clinicians—this 
study prepared a rich database of dysplastic and normal 
oral epithelial histopathological images and established 
a ViT model [35] to classify images based on the WHO 
2022 and binary grading systems and compare it with the 
VGG16 and ConvNet CNNs.

This was the first study evaluating the efficiency of ViT 
models for classification of the OED samples. Recent 
studies about the classification of OED mostly have 
used CNNs for this task. Peng et al. [36] evaluated four 
CNNs (ResNet-50, Inception-V4, ShuffleNet-V2, and 
EfficientNet-B0) to classify a dataset of 56 whole-slide 
images of OED into four classes (mild, moderate, severe 
dysplasia, and hyperplasia), achieving a slide-level accu-
racy of 63.5% with the optimal model (EfficientNet-B0). 
Similarly, Nguyen et al. [16] used a 4-class dataset (nor-
mal epithelium, low-grade dysplasia, high-grade dyspla-
sia, and OSCC) consisting of 203 whole-slide images at 
200 × magnification. Using the Inception-v3 CNN, they 
achieved a high area under the curve (AUC) of 0.996. 
Liu et  al. [37] performed a classification scenario on 
112 whole slide images of normal and dysplastic tissue 

Fig. 4 Training-validation loss and accuracy for the 4-class scenario
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classes using DeepLabv3 CNN model which resulted a 
93.3% accuracy. The results of the current study showed 
that the proposed ViT model successfully classified OED 
in both of the 4-class and 3-class scenarios with accura-
cies of 97% and 94%, respectively. It outperformed both 
CNNs with a significant difference.

Recently, several studies have aimed to develop deep 
learning algorithms, mostly using CNNs, to grade OED 
histological images. They typically follow three strate-
gies: feature-based differentiation [38, 39], texture-based 
differentiation [16], and a combination of both [36]. The 
feature-based approach detects different cellular compo-
nents and their distribution throughout the epithelium, 
while the texture-based approach differentiates an area’s 

texture from surrounding structures. In this study, the 
texture-based differentiation strategy was employed due 
to its advantages of speed and reduced risk of errors in 
feature extraction as ViTs classify OED images through 
differentiating the tissue textures (texture-based) rather 
than individual objects in the images (feature-based) 
[40–42].

Deep learning approaches like ViTs have shown prom-
ising results in outperforming CNNs in medical image 
analysis tasks. While CNNs excel at extracting local 
features, they struggle to capture global context and 
long-range dependencies. ViTs, on the other hand, have 
demonstrated strong capabilities in handling global 
information and modeling long-range dependencies [23]. 

Fig. 5 Representative histopathological images of oral epithelial dysplasia and corresponding ViT attention maps
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This is particularly advantageous for medical images, 
which require integrating both local features and global 
dependencies for accurate analysis. However, ViTs have 
limitations when dealing with high-resolution medical 
images common in modalities like whole-slide pathology, 
MRI, and CT scans. Their attention mechanism suffers 
from high quadratic complexity for long sequences, mak-
ing them computationally expensive [43].

Additionally, ViTs tend to overfit when trained on 
limited medical datasets, which is often the case in the 
healthcare domain. While existing models are mostly 
trained from scratch, the impact of pretraining on their 
performance in the medical domain remains unclear. 
Pretraining has proven effective for data-efficient medical 
image analysis with CNNs, and understanding its effec-
tiveness with ViT-based models could provide valuable 
insights for enhancing deep learning in medical imaging 
applications [41].

ViTs offer distinct advantages over CNNs in medi-
cal imaging. A major strength of ViTs is their ability to 
capture long-range dependencies within images. While 
CNNs focus on local features through convolutional lay-
ers, ViTs partition images into non-overlapping patches 
and process these patches as sequential data. This 
approach enables ViTs to model relationships between 
different regions of an image effectively, which is particu-
larly beneficial in medical diagnostics, where spatial rela-
tionships are crucial for accurate diagnosis.

Moreover, ViTs demonstrate enhanced performance 
when scaled to larger datasets. Although CNNs can be 
effective with smaller datasets using transfer learning, 
ViTs pre-trained on extensive datasets like ImageNet 
can utilize these comprehensive learned representations 
when fine-tuned on medical imaging tasks. This capa-
bility is especially important in medical imaging, where 
labeled data is often scarce, allowing ViTs to achieve 
superior performance in tasks such as classification and 
detection [41, 44].

Recent advancements in self-supervised learning have 
further amplified the potential of ViTs. By pre-training 
on unlabeled data, ViTs can develop robust feature rep-
resentations without the need for extensive labeled data-
sets—a significant advantage in medical imaging, where 
acquiring labeled data is both challenging and costly. This 
approach enhances the model’s performance on down-
stream tasks. The flexible architecture of ViTs also per-
mits adaptation to various tasks, including segmentation 
and classification. Hybrid models like TransUNet com-
bine the strengths of CNNs for feature extraction with 
ViTs for capturing global context, leading to improved 
performance in medical image segmentation tasks.

Empirical studies have demonstrated that ViTs 
can outperform CNNs in specific medical imaging 

applications. For example, research indicates that ViTs 
achieve higher accuracy in detecting bone fractures and 
identifying tumors compared to traditional CNN mod-
els. These performance gains highlight the potential of 
ViTs in clinical settings where accuracy is paramount. 
Additionally, ViTs may exhibit reduced overfitting 
when trained on limited datasets, especially when 
combined with self-supervised learning techniques. 
This advantage contributes to developing more robust 
models that generalize better to unseen data—a critical 
requirement in medical imaging applications character-
ized by data variability [45, 46].

As AI systems, particularly in medical imaging, become 
increasingly integrated into diagnostic processes, under-
standing the features that contribute to predictive results 
is crucial. One promising approach is the integration of 
Explainable AI (XAI) techniques. Methods such as SHAP 
(SHapley Additive exPlanations) and LIME (Local Inter-
pretable Model-agnostic Explanations) can be employed 
to analyze feature importance, helping to identify which 
specific features or pixels in histopathological images 
are most influential in the model’s predictions [47]. 
Another vital direction is enhancing model interpretabil-
ity through the use of simpler, inherently interpretable 
models, such as decision trees or rule-based systems. 
These models can serve as a baseline for understand-
ing feature importance in comparison to more complex 
architectures. Techniques like Layer-wise Relevance 
Propagation (LRP) can also be utilized to trace back the 
contributions of individual pixels to the final prediction, 
thereby improving our understanding of how the model 
processes the input data.

Collaboration with domain experts, such as patholo-
gists, is essential for validating the identified features. 
Their insights can guide the interpretation of model out-
puts and ensure that the features align with biological or 
clinical relevance. Moreover, combining AI-derived fea-
tures with domain-specific features—such as histological 
characteristics—can enhance both model interpretability 
and accuracy. This integration fosters a more compre-
hensive understanding of the underlying mechanisms 
driving predictive results. Finally, ensuring transparency 
in AI systems is critical for fostering trust among clini-
cians. Developing standardized reporting frameworks for 
AI systems in medical diagnostics will help ensure that 
the decision-making process is transparent and under-
standable. User-friendly interfaces that allow clinicians 
to interact with the model’s predictions and explanations 
can further facilitate better clinical decision-making.

In conclusion, while CNNs have been the conventional 
choice for medical imaging tasks, Vision Transformers 
are emerging as a promising alternative. Their ability to 
capture complex relationships within images, adapt to 
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various tasks, and leverage large datasets makes them a 
compelling option for advancing medical image analysis.

Strengths and limitations
According to the risk of bias assessment checklist used in 
the systematic review by Mahmood et al. [17] in 2020—
which evaluated the application of AI in diagnosing head 
and neck premalignant and malignant lesions—the cur-
rent study achieved a high score of 10 out of 13. The main 
strengths of this study include (1) the use of state-of-the-
art ViT algorithms, (2) the incorporation of a multicenter 
dataset by merging available online databases with our 
primary dataset to enhance generalizability, and (3) the 
involvement of two pathologists in annotating the image 
patches. However, the study is limited by the relatively 
small sample size, which is critical for deep learning algo-
rithms to produce more robust results.

Conclusions
The results from both classification scenarios indicate 
that the transformer-based ViT model is highly effective 
for our dataset’s unique modality. The model achieved 
strong performance metrics across all classes, highlight-
ing its potential for clinical application in classifying 
OED. Both the 3-class and 4-class models demonstrated 
high accuracy, with slight variations depending on the 
granularity of the classification task. These findings pave 
the way for utilizing AI-based tools to assist clinicians 
and enhance the accuracy and objectivity of grading 
OED.
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