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Abstract 

Background Catheter-related thrombosis (CRT) is a serious complication in cancer patients undergoing chemother-
apy, yet existing risk prediction models demonstrate limited accuracy. This study aimed to evaluate the clinical utility 
of machine learning (ML) and Bayesian-learning models for CRT prediction in a large cohort of breast cancer patients 
undergoing catheterization.

Methods A total of 3337 breast cancer patients with central venous catheters (Cohort 1) were included to develop 
and test ML models. Given the suboptimal clinical feasibility of ML models, the Bayesian-learning model was con-
structed using odds ratio analysis and Gaussian distribution. The hazard ratio for the high-risk and low-risk groups 
was calculated using Cox proportional hazards regression analysis, and the model was validated in an independent 
cohort of 1274 patients (Cohort 2).

Results In Cohort 1, 246 patients (7.37%) developed CRT. Among the eight ML algorithms tested, WeightedEnsem-
ble model exhibited relatively stable performance, achieving area under the receiver operating characteristic curves 
of 0.89 in the training set and 0.69 in the test set. WeightedEnsemble improved generalization by integrating multiple 
base models. The odds ratio analysis and Bayesian-learning modeling identified 4 independent risk factors: hemo-
globin (threshold point [TP]: 134.63 g/L), activated partial thromboplastin time (TP: 31.71 s), total cholesterol (TP: 
11.19 mmol/L), and catheterization approach (TP: peripherally inserted central catheters). A simplified risk stratification 
system was developed, categorizing patients into low-risk (0–1 factors) and high-risk (2–4 factors) groups. This system 
exhibited strong CRT risk discriminative ability, as confirmed through survival analysis (P < 0.001 in both cohorts). 
In Cohort 1, cox regression analysis showed that the high-risk group had hazard ratio (HR) of 1.60 (95% confidence 
interval [CI], 1.15–2.22) for both catheter indwelling time and catheter use duration. In Cohort 2, the system main-
tained stable discriminative ability, with an HR of 5.63 (95% CI, 3.46–9.21) for catheter indwelling time and 5.62 (95% 
CI, 3.46–9.12) for catheter use duration.
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Conclusions While ML models demonstrated high predictive performance, their clinical applicability was limited due 
to complexity. The Bayesian-learning-based risk stratification model provided a simplified yet robust alternative, effec-
tively predicting CRT risk and offering a clinically feasible tool for risk assessment in breast cancer patients with chem-
otherapy. Further validation in diverse cancer populations is warranted to refine its generalizability.

Keywords Breast cancer, Chemotherapy, Catheter-related thrombosis, Machine learning model, Bayesian-learning 
algorithm

Background
Breast cancer is the most common malignancy among 
women worldwide, with approximately 2.3 million new 
cases diagnosed in 2020, accounting for 11.7% of all can-
cer cases [1]. In China, the annual incidence of breast 
cancer reaches 357,200 cases, ranking second among 
female malignancies, and 60%−80% of patients receive 
chemotherapy during treatment [2, 3]. Catheter-related 
thrombosis (CRT), a life-threatening complication in 
cancer patients undergoing chemotherapy, occurs in 
7.4%−13.9% of breast cancer patients with peripherally 
inserted central catheter (PICC) or central venous cath-
eter (CVC) [4, 5]. CRT not only increases the risk of pul-
monary embolism but is also associated with catheter 
dysfunction, chemotherapy delays, and prolonged hos-
pitalization [6, 7]. Despite the widespread use of existing 
risk assessment tools, their predictive efficacy for CRT 
remains significantly limited.

The Khorana score, a classic predictive tool for chem-
otherapy-associated thrombosis, incorporates variables 
such as tumor type, platelet count, hemoglobin level, 
white blood cell count, and body mass index (BMI) [8]. 
The score has been widely validated in various types 
of cancer patients; however, it exhibited poor capabil-
ity (pooled C-index < 0.7) in accurately discriminat-
ing risk for thrombosis, resulting in missed preventive 
anticoagulation opportunities for high-risk patients [9]. 
The primary reason for this limitation is its failure to 
account for the dynamic changes in blood parameters 
during chemotherapy (e.g., hemoglobin fluctuations). 
The COMPASS-CAT model has made partial improve-
ments by integrating CVC, time since cancer diagnosis, 
cardiovascular risk factors, tumor staging, chemotherapy 
regimens, and a history of prior thrombosis, offering 
enhanced capabilities for dynamic marker application 
[10]. Its external validation shows an area under the 
curve (AUC) of 0.62 [11], which is slightly better than the 
Khorana score (AUC = 0.56) [12]. The shared limitations 
of these two models highlight the deficiencies in current 
CRT prediction tools: manual feature selection relied on 
logistic regression did not capture critical clinical param-
eters (e.g., tumor molecular markers).

Machine learning (ML) offers a promising approach for 
CRT risk prediction, yet its clinical application remains 

constrained by three key limitations: susceptibility to 
overfitting in imbalanced datasets (thromboembolism 
incidence < 10%), poor interpretability of “black-box” 
models, and reliance on manual feature selection for 
identifying critical clinical variables [13, 14]. To address 
these challenges, we developed a two-phase predictive 
framework. In Phase I, AutoGluon was employed to sys-
tematically screen 26 clinical, laboratory, and molecu-
lar variables, not only constructing a robust predictive 
model but also identifying novel risk factors, includ-
ing human epidermal growth factor receptor 2 (HER2), 
estrogen receptor (ER), progesterone receptor (PR), and 
Ki-67 positive. In Phase II, we established a binary risk 
stratification system based on four independent predic-
tors derived from Cohort 1 and validated in Cohort 2. 
The system demonstrated consistent discriminative abil-
ity across both catheter indwelling time and catheter use 
duration settings (P < 0.001), enabling effective identifi-
cation of high-risk patients. This study provides a clini-
cally feasible tool for individualized CRT risk assessment, 
offering new evidence to guide thromboprophylaxis 
strategies in breast cancer patients.

Methods
Patients and treatment
This retrospective study included breast cancer patients 
treating with or without chemotherapy at the National 
Canter-National Clinical Research Center for the Cancer-
Cancer Hospital, Chinese Academy of Medical Sciences 
from August 1, 2012 to March 31, 2021. A total of 3337 
patients (Cohort 1) were eligible according to the follow-
ing criteria: (1) age ≥ 18 years, (2) pathological diagnosis 
of breast cancer, (3) accepted CVC or PICC in the hospi-
tal and treated with systemic therapy, and (4) underwent 
vascular Doppler ultrasound examination during cathe-
ter placement. Patients who were treated with anticoagu-
lant therapy during CVCs or PICCs placement, failure to 
acquire complete basic information, and pregnant or lac-
tating were excluded.

The venous access devices were placed by the modified 
Seldinger technique with ultrasound guidance. The direc-
tion of catheter and position of catheter tip were con-
firmed by anterior–posterior chest X-rays. All patients 
were provided with routine catheter therapy once or 
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twice each week by a professional team. The main out-
come was the onset of CRT which referred to thrombotic 
events occurring in the vein draining the catheter. CRT 
was diagnosed by vascular Doppler ultrasound and color 
imaging (GE LOGIQTM E9; Philips), which showed a 
low-echo area in the lumen of vasculature, presenting 
as a mass, and the lumen still appear after local pressure 
application without blood flow signal [15, 16]. The com-
plete baseline characteristics are provided in Table 1.

This study was approved by the National Canter/
National Clinical Research Center for the Cancer-Cancer 
Hospital, Chinese Academy of Medical Sciences, and 
Peking Union Medical College (22/444–3646). The insti-
tutional review boards waived need for informed consent 
because the patient data were identified in the dataset.

Synthetic minority over‑sampling technique
We employed the synthetic minority over-sampling 
technique (SMOTE) in the training dataset of Cohort 1. 
SMOTE is a widely used oversampling method that bal-
ances data by increasing the number of minority-class 
samples without modifying the majority class [17]. Spe-
cifically, SMOTE creates synthetic samples through lin-
ear interpolation based on differences between each 
minority-class instance and its nearest neighbors, thereby 
enhancing the model’s ability to recognize minority-class 
patterns. This approach has been extensively adopted in 
medical research and proven to be an effective resam-
pling strategy [5, 18].

In this study, SMOTE was applied exclusively to the 
training dataset to balance the minority class (thrombosis 
group). Meanwhile, the validation dataset maintained its 
original distribution to preserve the natural outcome fre-
quency, ensuring that the assessment of the model’s per-
formance remained objective and clinically relevant.

ML algorithms
Cohort 1 was split 70/30 into training and testing groups, 
respectively, using standard stratified splitting method 
provided by the Caret package in R.2. A fixed random 
seed (88) was used to ensure reproducibility of the split. 
AutoGluon is an open-source automated machine learn-
ing framework designed to streamline model training, 
hyperparameter tuning, and ensembling [19]. By stack-
ing multiple machine learning algorithms into a single 
ensemble classifier, it leverages diverse model architec-
tures to improve predictive performance. AutoGluon also 
incorporates sophisticated techniques—such as regulari-
zation on individual models within the stacked ensemble 
and automated hyperparameter search—to minimize 
overfitting and reduce the burden of manual tuning. 
Through this combination of methods, AutoGluon con-
sistently demonstrates strong predictive accuracy across 

various datasets with minimal user intervention. Auto-
Gluon was run with the following parameter settings: 
time_limit = 720, num_bag_folds = 5, num_bag_sets = 5, 
num_stack_levels = 30, the use_bag_holdout option ena-
bled, and verbosity = 2.

We selected eight ML methods within the frame-
work of AutoGluon—random forest entropy (Random-
ForestEntr), random forest gini (RandomForestGini), 
categorical boosting (CatBoost), extra trees entropy 
(ExtraTreesEntr), neural net fast ai (NeuralNetFastAI), 
extreme gradient boosting (XGBoost), linear model, 
and weighted ensemble learning (WeightedEnsem-
ble)—because they represent a broad spectrum of 
well-established modeling paradigms. This diversity 
spans bagging-based ensemble trees, gradient boost-
ing, deep learning, linear modeling, and a second-level 
weighted ensemble, allowing the final classifier to lever-
age each algorithm’s strengths while minimizing overfit-
ting through stacking and regularization. Moreover, all 
eight methods are seamlessly integrated within Auto-
Gluon, facilitating automated hyperparameter tuning 
and model selection with minimal manual intervention, 
which is essential for ensuring both high accuracy and 
reproducibility.

Random forest algorithm constructs numerous deci-
sion trees and amalgamate their predictions for a con-
solidated result. It employs entropy or Gini importance 
to optimize tree splits, aiming to maximize information 
gain—the disparity between the parent node’s entropy or 
Gini impurity and the weighted mean of the child nodes’ 
impurities [20, 21]. CatBoost, extra trees, and XGBoost 
all use multiple decision trees to perform classification 
or regression tasks and each tree is trained on a random 
subset of features, and the split points at each node are 
randomly selected [22]. Both XGBoost and CatBoost 
are gradient boosting algorithms but differ in how they 
handle categorical variables, gradient updates, and over-
fitting control. CatBoost preserves data order and auto-
matically processes categorical features with ordered 
boosting, reducing target leakage [23]. XGBoost, by 
contrast, generally requires numerical or one-hot encod-
ing [22]. Statistically, CatBoost’s emphasis on data-order 
protection and category-optimized strategies enables 
more effective overfitting control in certain datasets, 
whereas XGBoost’s streamlined structure can excel in 
speed-oriented or predominantly numerical feature set-
tings. ExtraTreesEntr is an extreme version of random 
tree algorithm, constructing multiple decision trees on 
randomly chosen feature subsets and employing entropy 
to ascertain information gain. The linear model posits a 
direct correlation between independent and dependent 
variables [24]. The WeightedEnsemble operates as a sec-
ond-level ensemble model, aggregating the predictions 
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Table 1 Baseline characteristics of Cohort 1

Without CRT (n = 3091) CRT (n = 246) Shapiro–Wilk test (P value) p Value

Age (years) 49.00 (42.00–56.00) 50.50 (44.00–58.00)  < 0.001/0.187 0.080a

Height (m) 1.59 (1.55–1.63) 1.59 (1.56–1.63)  < 0.001/0.167 0.174a

Weight (kg) 62.50 (57.00–69.00) 63.00 (55.00–69.00)  < 0.001/0.043 0.552a

Body mass index 24.75 (22.55–27.29) 24.66 (22.19–26.94)  < 0.001/0.837 0.247a

Karnofsky Performance Status 90.00 (90.00–90.00) 90.00 (90.00–90.00)  < 0.001/ < 0.001 0.855a

Catheter length (cm) 16.00 (16.00–38.00) 17.00 (16.00–39.00)  < 0.001/ < 0.001 0.013a

Time from diagnosis to catheterization (hours) 59.00 (42.00–241.00) 58.00 (43.00–257.00)  < 0.001/ < 0.001 0.367a

Indwelling time (days) 99.00 (63.00–114.00) 91.00 (61.00–109.00)  < 0.001/ < 0.001 0.251a

Duration of catheter use (days) 24.00 (16.00–33.00) 25.00 (16.00–32.00)  < 0.001/ < 0.001 0.689a

Leukocyte  (109/L) 5.40 (4.43–6.73) 5.66 (4.42–7.02)  < 0.001/ < 0.001 0.279a

Neutrophil  (109/L) 3.17 (2.44–4.23) 3.37 (2.43–4.37)  < 0.001/ < 0.001 0.310a

Lymphocyte  (109/L) 1.63 (1.29–2.02) 1.65 (1.31–2.02)  < 0.001/0.056 0.571a

Neutrophil-to-lymphocyte ratio 1.96 (1.45–2.71) 1.98 (1.42–2.73)  < 0.001/ < 0.001 0.740a

Hemoglobin (g/L) 120.00 (110.00–129.00) 123.00 (115.00–131.00)  < 0.001/ < 0.001  < 0.001a

Platelet  (109/L) 244.00 (199.00–297.00) 259.00 (204.00–310.00)  < 0.001/0.097 0.978a

Neutrophil-to-platelet ratio 0.01 (0.01–0.02) 0.01 (0.01–0.02)  < 0.001/ < 0.001 0.091a

Prothrombin time (seconds) 11.40 (10.90–11.90) 11.50 (10.90–11.90)  < 0.001/ < 0.001 0.190a

Fibrinogen (g/L) 2.88 (2.46–3.40) 2.98 (2.52–3.47)  < 0.001/ < 0.001 0.102a

Activated partial thromboplastin time (seconds) 25.70 (23.50–28.10) 25.40 (23.30–27.30)  < 0.001/0.003 0.026a

Albumin (g/L) 41.60 (39.60–43.70) 42.05 (39.80–43.80)  < 0.001/0.113 0.257a

Total cholesterol (mmol/L) 4.77 (4.17–5.42) 4.87 (4.21–5.75)  < 0.001/ < 0.001 0.031a

Creatinine (mmol/L) 53.00 (48.00–59.60) 54.00 (48.00–60.00)  < 0.001/ < 0.001 0.177a

D-Dimer (mg/L) 0.48 (0.24–0.89) 0.50 (0.28–0.96)  < 0.001/ < 0.001 0.079a

Catheterization approach 0.007b

 CVC (%) 2057 (66.5) 143 (58.1) /

 PICC (%) 1034 (33.5) 103 (41.9) /

Vein entry 0.013d

 Left subclavian vein (%) 522 (16.9) 36 (14.6) /

 Right subclavian vein (%) 1535 (49.7) 107 (43.5) /

 Left basilic vein (%) 524 (17.0) 50 (20.3) /

 Right basilic vein (%) 510 (16.5) 52 (21.1) /

 Left median cubital vein (%) 0 (0.0) 1 (0.4) /

Catheter tip position 0.013b

 Normal: T5-T8 (%) 3028 (98.0) 235 (95.5) /

 Abnormal (%) 63 (2.0) 11 (4.5) /

Stage 0.260b

 1 (%) 386 (12.5) 24 (9.8) /

 2 (%) 1044 (33.8) 87 (35.4) /

 3 (%) 920 (29.8) 84 (34.1) /

 4 (%) 741 (24.0) 51 (20.7) /

Smoking (%) 95 (3.1) 5 (2.0) / 0.357b

Alcohol use (%) 61 (2.0) 3 (1.2) / 0.556c

Hypertension (%) 807 (26.1) 68 (27.6) / 0.599b

Coronary artery disease (%) 36 (1.2) 5 (2.0) / 0.374c

Atrial fibrillation (%) 22 (0.7) 3 (1.2) / 0.614c

Diabetes mellitus (%) 167 (5.4) 19 (7.7) / 0.127b

Hyperlipidemia (%) 60 (1.9) 4 (1.6) / 0.916c

Stroke (%) 20 (0.6) 0 (0.0) / 0.403c

Previous catheterization (%) 570 (18.4) 41 (16.7) / 0.489b
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from various first-level models—including tree-based 
algorithms (gradient boosting machine, XGBoost, Cat-
Boost, random forest, extra treess), NeuralNetFastAI, 
and k-Nearest Neighbor—by assigning weights based 
on each model’s performance. This weighted synthesis 
produces a final output that enhances overall predictive 
accuracy [25]. Linear model predicts outcomes by assum-
ing a direct proportional relationship between the input 
variables and the target variable [26]. NeuralNetFastAI is 
a deep learning model architecture within the AutoGluon 
framework, built on the FastAI library—an API layer on 
top of PyTorch. By automating tasks such as data pre-
processing, hyperparameter tuning, and adaptive learn-
ing rate scheduling, it offers a streamlined and efficient 
approach to deep learning model training.

Importance score
We used the WeightedEnsemble feature importance 
scores from AutoGluon, which are computed by combin-
ing 7 base models’ importance scores, weighted accord-
ing to that model’s performance. A positive feature 
importance score indicates that removing the feature 
decreases the ensemble’s performance, whereas a nega-
tive score suggests performance improvement if the fea-
ture is removed. Accordingly, variables with a positive 

score and p-value ≤ 0.05 were identified as candidate pre-
dictors of CRT.

Independent predictors, Bayesian‑learning model, 
and threshold inflection point
We performed odds ratio (OR) analysis to select candi-
date features from baseline characteristics with a notable 
difference between CRT group and Without CRT group 
for predicting CRT. Only when the significance of both 
univariate-unadjusted and multivariate-adjusted OR 
analyses were less than 0.05, a feature could be defined 
as an independent predictor of CRT. These independ-
ent predictors were then used to construct a Bayesian-
learning model and calculate threshold inflection point 
for CRT. The statistical analysis was performed by SPSS, 
version 26.00 (IBM Inc).

Bayesian learning is a probabilistic approach that 
updates prior knowledge with observed data using Bayes’ 
theorem for more refined predictions. It typically 
involves specifying a prior distribution, defining a likeli-
hood function, and computing a posterior distribution 
[27]. For continuous variables (hemoglobin, activated 
partial thromboplastin time [APTT], and total choles-
terol [TC]) as well as categorical variable (catheterization 
approach), we used a Gaussian distribution as the 

Depending on the normality, characteristics for the Without CRT and CRT groups were presented by Median (IQR)

P-value: aMann-Whitney test; bChi-square test; cChi-square incorporating Yates’ correction for continuity; dFisher’s Exact Test

Table 1 (continued)

Without CRT (n = 3091) CRT (n = 246) Shapiro–Wilk test (P value) p Value

History of venous thrombosis (%) 18 (0.6) 3 (1.2) / 0.425c

Catheter occlusion (%) 16 (0.5) 2 (0.8) / 0.876c

Chemotherapy (%) 2666 (86.3) 205 (83.3) / 0.204b

Mediastinal radiotherapy (%) 4 (0.1) 1 (0.4) / 0.318d

Antiangiogenic therapy (%) 36 (1.2) 1 (0.4) / 0.437c

Immunotherapy (%) 4 (0.1) 1 (0.4) / 0.318d

Antimicrobial therapy (%) 2 (0.1) 0 (0.0) /  > 0.99d

Nutrition (%) 24 (0.8) 1 (0.4) / 0.792c

Targeted therapy (%) 74 (2.4) 4 (1.6) / 0.443b

Lung radiotherapy (%) 1 (0.0) 0 (0.0) /  > 0.99d

Esophageal radiotherapy (%) 397 (12.8) 38 (15.4) / 0.243b

Thoracic radiotherapy (%) 402 (13.0) 39 (15.9) / 0.204b

ER positive (%) 2107 (68.2) 179 (72.8) / 0.135b

PR positive (%) 2080 (67.3) 169 (68.7) / 0.650b

HER2 positive (%) 848 (27.4) 55 (22.4) / 0.085b

Ki-67 positive (%) 1461 (47.3) 125 (50.8) / 0.284b

Luminal typing 0.464b

 A (%) 1026 (33.2) 89 (36.2) /

 B (%) 1258 (40.7) 101 (41.1) /

 HER2 (%) 316 (10.2) 18 (7.3) /

 TNBC (%) 491 (15.9) 38 (15.4) /
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likelihood function to establish the correlation with prob-
ability of CRT events. In detail, for the derivation pro-
cess, we assumed that the value of a variable was X, and 
the patient belongs to CRT was defined as event A1, 
given the variable, the probability of event A1 is 
P(A1|x) = P(A1)P(x|A1)/P(x) . Similarly, if the patient 
belongs to a Without CRT was defined as event A0, given 
the variable, the probability of event A0 is 
P(A0|x) = P(A0)P(x|A0)/P(x) . Given the variable, the 
probability of the patient belonging to either CRT or 
Without CRT is 1, which is P(A0|x)+ P(A1|x) = 1 , and 
we could assume that P(A1|x)/P(A0|x) = α , eventually 
we can get the equation that α =

P(A1)P(x|A1)
P(Ao)P(x|Ao)

 . As X 
belongs to different Gaussian distributions in event A0 
and A1, we could get 
α =

P(A1)
P(A0)

·
σ0
σ1

· exp[ (x−µ0)
2

2σ 2
0

−
(x−µ1)

2

2σ 2
1

] , where µ0 and µ1 
are the mean of the two Gaussian distributions, respec-
tively, and σ 2

0  and σ 2
1  are the variance of the two Gaussian 

distributions, respectively. Lastly, we can obtain the 
probability of CRT event A1 as P(A1|x) =

α
1+α

.
Furthermore, we obtained the inflection points of 4 

variables for comparing patients’ laboratory and clinical 
results with risk thresholds and fulfilling risk-dependent 
classification of chemotherapy patients. Specifically, the 
inflection point of X is determined from P(A1|x) using 
2-order derivative approach, where the condition for the 
inflection point is given by P(A1|x)

′′

= 0 . The 2-order 
derivative of y[i] is computed as y′′ [i] = 2y[i]−y[i−1]−y[i+1]

(�x)2
 

where �x = x[i + 1]− x[i] = x[i]− x[i − 1]. This statis-
tical analysis part was conducted by MATLAB software, 
version R2020b (Mathworks Corp).

Risk‑dependent survival and model validation
We determined whether the survival varied among risk 
groups. Based on independent risk factors originated 
from OR analysis and inflection points derived from 
Bayesian-learning model, we categorized patients into 2 
groups: low-risk patients with 0–1 risk factor and high-
risk patients with 2–4 risk factors. We constructed 2 
parallel assessment, overall survival (catheter indwelling 
time) was defined as time from the date of catheteriza-
tion to CRT onset from any cause, and overall survival 
(duration of catheter use) was defined as cumulative 
time of catheter use from catheterization until the occur-
rence of CRT. Survival rates were estimated using the 
Kaplan–Meier method and compared using the log-rank 
test. P < 0.05 (2-sided) was considered to be statistically 
significant.

To quantify the CRT risk in the high-risk group relative 
to the low-risk group, we performed Cox proportional 
hazards regression analysis, calculating the hazard ratio 
(HR) and corresponding 95% confidence interval (95% 

CI). HR values were computed separately for catheter 
indwelling time and duration of catheter use to compare 
survival risk differences between the two groups.

Following model development in Cohort 1, we applied 
the same methodology to evaluate model performance 
in an independent validation cohort (Cohort 2). This 
cohort included 1,274 breast cancer patients enrolled 
between January 1, 2022, and February 29, 2024, follow-
ing the same inclusion and exclusion criteria as Cohort 
1. The baseline characteristics of Cohort 2 are provided 
in Table S1. All statistical analyses were performed with 
MATLAB software, version R2020b (Mathworks Corp).

Results
Baseline characteristics
A total of 3337 female patients with breast cancer were 
included in the study, and 246 (7.37%) experienced a CRT 
event (Fig. 1). The baseline characteristics of the patients 
are summarized in Table  1. The median (interquartile 
range [IQR]) age of CRT group was 50.50 (44.80–58.00) 
years compared to 49.00 (42.00–58.00) in Without CRT 
group, and the p value was 0.080, suggesting a tendency 
of CRT in elderly patients. The patients had different 
stages of cancer, with stage 2 being the most prevalent 
(33.89%). Patients with longer catheter length (median 
[IQR] cm, 17.00 [16.00–39.00] vs 16.00 [16.00–38.00], 
P = 0.013), higher hemoglobin level (median [IQR] g/L, 
123.00 [115.00–131.00] vs 120.00 [110.00–129.00], 
P < 0.001), shorter APTT (median [IQR] seconds 25.40 
[23.30–27.30] vs 25.70 [23.50–28.10], P = 0.026), and 
more TC (median [IQR] mmol/L, 4.87 [4.21–5.75] vs 
4.77 [4.17,5.42], P = 0.031) were more likely to experience 
CRT.

Risk of CRT 
Figure 2A described the ROC curves of 8 machine lean-
ing models for predicting CRT risk in breast cancer 
patients received chemotherapy. Except NeuralNetFastAI 
model (AUC, 0.83) and LinearModel model (AUC, 0.83), 
other 6 ML models exhibited superior performance 
(RandomForestEntr: AUC, 0.86; RandomForestGini: 
AUC, 0.85; ExtraTreesEntr: AUC, 0.88; WeightedEnsem-
ble: AUC, 0.89; CatBoost: AUC, 0.86) of predicting CRT 
risk in training group. However, only WeightedEnsem-
ble model maintained consistently good performance in 
testing group (Fig. 2B). Specifically, the AUC of Weight-
edEnsemble model was 0.69.

Table  2 delineates the area under the receiver oper-
ating characteristic curve (ROC-AUC), precision recall 
(PR)-AUC, sensitivity, specificity, accuracy, and preci-
sion of ML models within both the training and testing 
datasets. Notably, the WeightedEnsemble model dem-
onstrated comparable efficacy across all parameters, 
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Fig. 1 The patient flowchart. CVC indicates central venous catheter; PICC, peripherally inserted central catheter; ML, machine learning; TIVAD, 
totally implantable venous access device

Fig. 2 Performance for Predicting Catheter Related Thrombosis in the Training and Testing Group. AUC indicates area under the receiver 
operating characteristic curve; RandomForestEntr, random forest entropy; RandomForestGini, random forest gini; CatBoost, categorical 
boosting; ExtraTreesEntr, extra trees entropy; NeuralNetFastAI, neural net fast ai; XGBoost, extreme gradient boosting; LinearModel, linear model; 
WeightedEnsemble, weighted ensemble learning
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including cumulative gain, sensitivity, positive predic-
tive value, in the testing cohort (Figure S1A-C). Fur-
ther analysis of the calibration curves revealed that 
the model was well calibrated in the lower range of 
predicted probabilities, with predicted values closely 
aligned with actual observed frequencies. However, a 
slight overestimation of the actual incidence rates was 
observed at higher predicted probability ranges (Fig-
ure S1D). In contrast, other models (e.g., CatBoost, 
LinearModel) displayed less consistent calibration per-
formance, with systematic overconfidence or under-
confidence across different probability thresholds.

We listed the importance scores of features which 
positively affected ML model construction to assess 
impacts of different variables on prediction of CRT 
(Table  S2). The variables with the highest importance 
scores were platelet count (0.159), APTT (0.144), age 
(0.129), TC (0.120), neutrophil-to-lymphocyte ratio 
(0.083), ER positive (0.032), catheterization approach 
(0.025), Ki-67 positive (0.014), and stage (0.010) in 
training group. Results were similar for the model in 
testing group (Table S3).

Independent predictors and development 
of Bayesian‑learning model
Hemoglobin, APTT, TC, and catheterization approach 
were all statistically significant in OR analysis. The sig-
nificance results and OR values were displayed in Fig. 3. 
We constructed predictive functions of 4 independent 
risk factors by integrating Batesian-learning model and 
Gaussian distribution, with the values of the Gaussian 
distribution parameters (μ₀, μ₁, σ₀2, σ₁2) provided in 
Table  S4. These functions are as follows: For hemo-
globin, the probability of CRT was 
P(A1|x) =

exp[−0.00007x2+0.03289x−2.91054]

12.38573+·exp[−0.00007x2+0.03289x−2.91054]
 ; for 

APTT, the probability of CRT was 
P(A1|x) =

exp[−0.00522x2+0.22552x−2.34363]

11.76123+·exp[−0.00522x2+0.22552x−2.34363]
 ; for 

TC, the probability of CRT was 
P(A1|x) =

exp[0.04786x2−0.31433x+0.38695]

13.23577+·exp[0.04786x2−0.31433x+0.38695]
 (Fig. 4A-

C). Because catheterization approach was discrete vari-
able, the probability of CRT was 
P(A1|x = PICC) = 0.09056 for PICC and the probabil-
ity of CRT was P(A1|x = CVC) = 0.06498 for CVC.

Table 2 Machine learning model evaluation

Abbreviations: ROC-AUC  area under the receiver operating characteristic curve, PR-AUC  area under the precision recall curve, RandomForestEntr random forest entropy, 
RandomForestGini random forest gini, CatBoost categorical boosting, ExtraTreesEntr extra trees entropy, NeuralNetFastAI neural net fast ai, XGBoost extreme gradient 
boosting, LinearModel linear model, WeightedEnsemble weighted ensemble learning

Model ROC‑AUC PR‑AUC Sensitivity Specificity Accuracy Precision

RandomForestEntr
 Training group 0.8563 0.6728 1 0.2733 0.9223 1

 Testing group 0.6679 0.3196 0.9984 0.1081 0.9029 0.8889

RandomForestGini
 Training group 0.8512 0.6967 0.9993 0.3256 0.9272 0.9825

 Testing group 0.6214 0.3394 0.9968 0.1622 0.9072 0.8571

ExtraTreesEntr
 Training group 0.8764 0.6131 1 0 0.893 0

 Testing group 0.6631 0.2478 1 0 0.8928 0

WeightedEnsemble
 Training group 0.8882 0.7275 1 0.3081 0.926 1

 Testing group 0.6879 0.3627 0.9984 0.1351 0.9058 0.9091

CatBoost
 Training group 0.8645 0.7164 0.9993 0.3372 0.9285 0.9831

 Testing group 0.6308 0.3488 0.9968 0.1622 0.9072 0.8571

XGBoost
 Training group 0.8452 0.6642 1 0.2907 0.9241 1

 Testing group 0.6467 0.3094 0.9984 0.1216 0.9043 0.9

NeuralNetFastAI
 Training group 0.8276 0.5366 1 0.1512 0.9092 1

 Testing group 0.6562 0.3188 0.9984 0.027 0.8942 0.6667

LinearModel
 Training group 0.8266 0.5906 1 0.1802 0.9123 1

 Testing group 0.6495 0.3039 0.9968 0.0541 0.8957 0.6667
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Utilizing 2-order derivative, an inflection point for 
the hemoglobin value was identified 134.63. This indi-
cated that a hemoglobin below 134.63 acts as a protec-
tive factor, correlating with a lower probability of CRT 

event, whereas a hemoglobin above 134.63 sees a rapid 
incline in CRT probability. Concerning relative risk fac-
tors, APTT less than 31.71, TC above 11.19, or cath-
eterization employed PICC leads to a swift increase in 
CRT incidence (Fig.  4D-F). Conversely, APTT above 

Fig. 3 The Odds Ratio of Independent Risk Factors. APTT indicates activated partial thromboplastin time; TC, total cholesterol

Fig. 4 The Threshold Inflection Point of Catheter-related Thrombosis. a Functional relationship between hemoglobin and probability 
of catheter-related thrombosis; b Functional relationship between activated partial thromboplastin time and probability of catheter-related 
thrombosis; c Functional relationship between total cholesterol and probability of catheter-related thrombosis; d 2-order derivative of the function 
in A; e. 2-order derivative of the function in B; f. 2-order derivative of the function in C



Page 10 of 13An et al. BMC Cancer          (2025) 25:552 

31.71, TC below 11.19, or catheterization employed 
CVC is associated with a reduced CRT risk.

Evaluation of Bayesian‑learning model
We divided the population into 2 risk categories based on 
above factors: low-risk (0–1 factor) and high-risk (2–4 fac-
tors) (Table S5). The P values of survival curve established 
by catheter indwelling days and duration of catheter use 
were both less than 0.001, indicating the good discrimina-
tive capacity of CRT (Fig. 5A and B). Cox regression analy-
sis demonstrated that in Cohort 1, the high-risk group had 
a significantly higher CRT risk, with a hazard ratio (HR) 
of 1.60 (95% confidence interval [CI], 1.15–2.22) for both 
catheter indwelling time and catheter use duration.

The risk prediction model underwent validation 
in an independent cohort of 1274 patients, with 66 

(5.18%) developing CRT (Fig.  1 and Table  S1). Simi-
larly, patients with 0–1 risk factor and 2–4 risk fac-
tors were categorized as low-risk group and high-risk 
group, respectively. The model’s discriminative capacity 
remained significant, as indicated by P values less than 
0.001 (Fig.  5C and D). In Cohort 2, the system main-
tained stable discriminative ability, with an HR of 5.63 
(95% CI, 3.46–9.21) for catheter indwelling time and 
5.62 (95% CI, 3.46–9.12) for catheter use duration.

Discussion
This study presents a ML-driven and Bayesian learning-
based risk stratification framework for CRT prediction in 
breast cancer patients undergoing chemotherapy. By inte-
grating advanced ML feature selection, OR analysis, and 
Bayesian modeling, we established a binary classification 

Fig. 5 Time to Catheter-related Thrombosis (CRT). a Time to CRT occurrence for patients in Cohort 1 calculated by catheter indwelling time; b 
Time to CRT occurrence for patients in Cohort 1 calculated by duration of catheter use; c Time to CRT occurrence for patients in Cohort 2 calculated 
by catheter indwelling time; d Time to CRT occurrence for patients in Cohort 2 calculated by duration of catheter use
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predictive system that was based on hemoglobin, APTT, 
TC, and catheterization approach. Our findings confirm 
the relevance of established CRT risk factors while iden-
tifying novel predictors, particularly molecular features 
of tumor, that may refine risk stratification beyond tradi-
tional models.

The CRT incidence in Cohort 1 and Cohort 2 were 
7.37% and 5.18%, respectively, consistent with previ-
ously reported rates in breast cancer populations (4.09%–
13.9%), suggesting that despite the broad timeframe of this 
study, the baseline characteristics of patients remained 
relatively stable [5, 28, 29]. This consistency reinforces 
the external validity of our model. Notably, catheter man-
agement strategies for cancer patients remained largely 
unchanged throughout the study period [15, 30, 31]. All 
patients underwent consistent core management proto-
cols, including ultrasound-guided catheter placement, 
standardized catheter care, routine prophylactic flushing, 
and infection surveillance. In addition, stringent inclusion 
and exclusion criteria were applied to maintain cohort 
homogeneity, and a data-driven approach was used to 
select the optimal model, minimizing potential biases 
arising from cohort heterogeneity and improving the 
robustness of the predictive performance.

Using the AutoGluon framework, eight ML algorithms 
were evaluated, with WeightedEnsemble demonstrat-
ing the most stable predictive performance in both the 
training (AUC = 0.89) and testing sets (AUC = 0.69). 
WeightedEnsemble leveraged stacked generalization to 
integrate multiple base models, thereby reducing vari-
ance and improving generalizability. Unlike previous 
studies that predominantly relied on logistic regression 
for feature selection, this study employed automated 
feature selection, reducing subjectivity and manual bias 
[32, 33]. Traditional CRT risk assessment models, such 
as the Khorana score and COMPASS-CAT, rely primar-
ily on traditional clinical and laboratory factors, failing 
to capture tumor staging and molecular features [8, 10]. 
In contrast, the ML framework enabled the identification 
of tumor-related predictors, such as HER2, ER, PR, and 
Ki-67 positive, highlighting the potential contribution of 
tumor biology to CRT risk.

The AutoGluon framework identified traditional CRT 
or cancer associated thromboembolism risk factors, 
including platelet count, leukocyte count, BMI, age, 
hemoglobin, and PICC, all of which have been exten-
sively reported in previous studies [34–36]. Beyond 
validating established CRT risk factors, this study also 
identified molecular features (HER2, Ki-67, PR, and ER) 
as novel predictors. The increased CRT risk in HER2-, 
PR-, or ER-positive patients may be attributed to the 
endothelial toxicity associated with targeted therapies. 
For instance, anti-HER2 therapies (such as trastuzumab 

and pertuzumab) have been linked to cardiovascular 
toxicities, including endothelial dysfunction, which can 
promote thrombosis [37]. Similarly, endocrine thera-
pies (such as tamoxifen and aromatase inhibitors) used 
in PR-/ER-positive patients may activate the coagulation 
system, thereby increasing thrombotic risk [38]. Addi-
tionally, Ki-67 positivity may indicate a high proliferative 
state of tumor cells, stimulating tissue factor expression, 
further elevating thrombosis risk [39]. These findings 
highlight the importance of monitoring thrombotic risk 
in breast cancer patients undergoing chemotherapy com-
bined with targeted or endocrine therapies.

OR analysis identified four independent predictors—
hemoglobin, APTT, TC, and PICC—which aligned with 
the features computed by AutoGluon. This consistency 
underscores the statistical robustness of these predictors 
and reinforces their biological plausibility. A key finding 
was that CRT risk significantly increases when hemo-
globin exceeds 134.6  g/L. While previous studies have 
primarily focused on anemia as a risk factor for thrombo-
sis [8], our results suggest that elevated hemoglobin lev-
els may enhance erythrocyte-platelet interactions, which 
in turn promote thrombus formation [40]. Furthermore, 
APTT < 31.71  s may indicate enhanced coagulation fac-
tor activity, reflecting a hypercoagulable state [41]. 
TC > 11.19  mmol/L was also associated with increased 
CRT risk, likely due to its role in vascular endothelial dys-
function and platelet hyperreactivity [42, 43]. The associ-
ation between PICC and thrombosis is well-documented, 
attributed to mechanical trauma to venous intima caused 
by arm movements and catheter occupying a most por-
tion of the venous lumen [36, 44].

Based on these four independent predictors, a low- (0–1 
factors) and high-risk (2–4 factors) stratification system 
was developed to enhance individualized CRT risk assess-
ment based. Our findings suggest that pre-catheterization 
assessment of hemoglobin, APTT, TC, and catheter type 
can effectively predict CRT risk, providing actionable 
insights for personalized anticoagulation strategies. Com-
pared to previous studies that primarily focused on static 
CRT risk, our results demonstrated that both catheter 
indwelling time and duration of use are crucial considera-
tions in the management of patient with chemotherapy. 
This finding emphasizes the need for a multidimensional 
approach to assessing CRT risk.

Limitation
Despite its strengths, this study has certain limitations. 
Being a single-center retrospective study, external valida-
tion in multicenter cohorts is necessary to further assess 
model applicability. Additionally, as this study focused 
solely on breast cancer patients, some predictors (e.g., 
tumor molecular features) may not be generalizable to 
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other malignancies, necessitating further investigation in 
diverse cancer populations. Moreover, as this study pri-
marily relied on static laboratory data, future research 
should incorporate longitudinal laboratory measurements 
to refine CRT risk prediction and enhance the model’s 
ability to capture dynamic changes in thrombotic risk.

Conclusion
By integrating ML and Bayesian learning, this study 
developed a CRT risk prediction model that balances 
predictive accuracy with clinical interpretability. In addi-
tion to confirming known risk factors, we incorporated 
tumor biology, addressing a critical gap in prior CRT 
models that primarily focused on coagulation physiology. 
Furthermore, the proposed low- and high-risk stratifica-
tion system offers a practical tool for guiding personal-
ized anticoagulation strategies, with future validation in 
multicenter cohorts needed to optimize the implementa-
tion of thrombosis prevention in clinical oncology.
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